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Abstract9

In this paper, we give a brief description of our heuristic solver for the Directed Feedback Vertex10

Set (DFVS) problem. This solver was written for the heuristic track of the 2022 PACE Challenge.11

The solver consists of two phases. First, we compute an initial solution using the highest-degree12

heuristic together with some reduction rules. In the second phase, we try to improve the solution13

constructed in the first phase by applying simple local operations to the solution. In order to fit14

the time limit, during computation we dynamically adjust the order of reduction rules, the rate of15

progress of the highest-degree heuristic, and the effort expended during solution improvement.16
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Preliminaries22

Let D = (V, E) be a directed graph (digraph). We call an edge (u, v) ∈ E two-way if23

(v, u) ∈ E, otherwise we call it one-way. Let E⇕ be the set of two-way edges, E↑ be the set of24

one-way edges, and D↑ = (V, E↑). If E = E⇕, then we have an instance of Vertex Cover25

(VC). For a vertex v ∈ V we call N⇕(v) = {u : (u, v) ∈ E⇕} the two-way neighborhood of v26

and N↑(v) = {u : |{(u, v), (v, u)} ∩ E| = 1} the one-way neighborhood of v. Bridging a vertex27

v means that we add an edge from each predecessor of v to each successor of v and remove v28

from the digraph.29

Solver Overview30

The solver is split into two phases. In the first phase, we find some good enough solution31

through controlled use of reduction rules and a max-degree heuristic. In the second phase,32

we try to improve the solution by simple local changes to the solution.33
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Details of the First Phase. The algorithm iterates the following two steps until the digraph34

is a DAG. The first step is to exhaustively apply some reduction rules and the second step is35

to remove some number of the highest degree vertices from the digraph and put them into36

the solution.37

The reduction rules we use are described below. According to our measurements the38

order in which the reduction rules are applied has a significant impact on the total running39

time. Therefore, during the computation, we dynamically rearrange their order such that40

the most used reduction rules are applied first.41

In the second step, we remove some number q of the highest degree vertices which we42

insert into the solution. Again, during the computation, we control the number q in order to43

fit the time limit. In each iteration, we measure the progress we made (the number of vertices44

that were deleted) and the time it took to compute the iteration. We use this information to45

decide whether can afford to decrease q or we need to increase q.46

Details of the Second Phase. We take the solution S constructed for the digraph D in47

the first phase and perform the following two operations until the solution can no longer be48

improved or we run out of time.49

1. For each vertex v ∈ S (in the order as they were added to S), we take S′ = S \ {v} and50

check whether S′ is still a solution. If it is the case, we continue with S′ instead of S.51

We repeat this operation until no vertex of S satisfies the conditions for removal.52

2. For each vertex v ∈ S, we identify a set of vertices Xv ⊆ V (G)\S such that (S \{v})∪{x}53

is a solution for D for each x ∈ Xv. We then take S∗ = S ∪
⋃

v∈S Xv and run the first54

operation with S∗. If this leads to a larger solution than before, we terminate the solver.55

Reduction rules56

We use the following reduction rules in our solver.57

Known DFVS reduction rules. Following Levy and Low [1], we remove sources and sinks,58

if a vertex has exactly one incoming edge or exactly one outgoing edge, then we contract the59

edge, and we add self-loop vertices to solution. As used by Lin and Jou [2], we remove edges60

that are not contained in any directed cycles of D↑ and use their CORE rule.61

Known VC reduction rule adjusted for DFVS. The following is a modification of a rule by62

Robson et al. [3].63

▶ Reduction Rule 1 (Vertex Domination). Let u, v be two vertices connected by a two-way edge.64

If every successor of u is also successor of v and every predecessor of u is also predecessor of65

v, add v to solution.66

Additional rules. We are not aware of the following rules being described in the literature.67

▶ Reduction Rule 2 (One-way neighborhood is a two-way clique). If there is a vertex v ∈ V68

such that N↑(v) is a clique on two-way edges, then remove all one-way edges incident to v.69

▶ Reduction Rule 3 (Useless Vertex). If v ∈ V is a vertex such that its bridging would not70

introduce any new edges, then remove v.71
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