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Academic family business

Oumaima Sohab (Lehigh=-Meta Al) | 4is Nunes Vicente (Lehigh)

@ Extend unconstrained method to linear constraints;

@ Nice numerical findings!

@ Some theoretical guarantees.
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© Full-low framework
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Problem setup

minimize f(z) st. z€F ={zeR" | Ax=0b0<Azz <u}.

z€R™

with 4 € R™*" full row-rank, £,u € R"*, ¢ < w.
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@ f may have a derivative...

@ ...but we cannot use it in algorithms!
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Problem setup

minimize f(z) st. z€F ={zeR" | Ax=0b0<Azz <u}.

z€R™

with 4 € R™*" full row-rank, £,u € R"*, ¢ < w.

DFO setup

@ f may have a derivative...

@ ...but we cannot use it in algorithms!

Our constraints

o QUAK constraints (Le Digabel, Wild '24).

o Unrelaxable=- Feasible methods!
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DFO and bound/linear constraints

Sample (biased) bibliography
@ Model-based methods (Powell '09, Gratton et al '11, Curtis et al '24).

@ Derivative-free line search (Lucidi/Sciandrone '02,
Lucidi/Sciandrone/Tseng '02, Brilli et al '24).

@ Direct search (Abramson et al '08, Audet/Le Digabel/Peyrega '15,
Kolda et al '03, Kolda et al '06, Gratton et al '19, Dzahini et al '24).

@ More in (Audet, Hare '17, Larson/Menickelly/Wild '22)!
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DFO and bound/linear constraints

Sample (biased) bibliography
@ Model-based methods (Powell '09, Gratton et al '11, Curtis et al '24).
@ Derivative-free line search (Lucidi/Sciandrone '02,
Lucidi/Sciandrone/Tseng '02, Brilli et al '24).
@ Direct search (Abramson et al '08, Audet/Le Digabel/Peyrega '15,
Kolda et al '03, Kolda et al '06, Gratton et al '19, Dzahini et al '24).
@ More in (Audet, Hare '17, Larson/Menickelly/Wild '22)!

Our approach:
Extend the Full-Low Eval framework to handle linear constraints.
A. S. Berahas, O. Sohab, L. N. Vicente, Full-low evaluation methods for derivative-free

optimization, Optim. Methods Softw., 2022.
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The full-low evaluation framework

Inputs: 29 € R", ag > 0, ¢ty € {Full-Eval,Low-Eval}.
For £k =0,1,2,...

o If t;, = Full-Eval, compute (Zx11,0gt1,tx+1) through a Full-Eval
iteration.

@ Otherwise, compute (zj+1, @k+1,tx+1) through a Low-Eval iteration.
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Inputs: 29 € R", ag > 0, ¢ty € {Full-Eval,Low-Eval}.
For £k =0,1,2,...

o If t;, = Full-Eval, compute (Zx11,0gt1,tx+1) through a Full-Eval
iteration.

@ Otherwise, compute (zj+1, @k+1,tx+1) through a Low-Eval iteration.

@ Full-Eval: Most expensive procedure, typically better for smooth
problems.

@ Low-Eval: Least expensive procedure, well-suited for
nonsmoothness/noise.
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The full-low evaluation framework

Inputs: 29 € F, ag > 0, tog € {Full-Eval,Low-Eval}.
For k=0,1,2,...
o If t;, = Full-Eval, compute (Zx11,0gt1,tx+1) through a Full-Eval
iteration.

@ Otherwise, compute (zj+1, @k+1,tx+1) through a Low-Eval iteration.
v

@ Full-Eval: Most expensive procedure, typically better for smooth
problems.

@ Low-Eval: Least expensive procedure, well-suited for
nonsmoothness/noise.

Feasible version

o Feasible starting point.

@ Both steps must preserve feasibility.
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A Full-Eval iteration: Projected gradient-type iteration

@ gi: Finite-difference gradient approximation;

@ pi: Gradient-related direction.
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A Full-Eval iteration: Projected gradient-type iteration

@ gi: Finite-difference gradient approximation;

@ pi: Gradient-related direction.

Full-Eval iteration(xg, ay):
e Compute Ty = Pr [z + Dkl
e Find 3, € {1, 1 5 4,...} such that

flan + Be(@k — z1) < f(@) + ¢ Brgp (Ti — k).

with ¢ € (0, 1).

® Set xp11 = T + BTk — k).
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A Low-Eval iteration: Direct search

e Forcing function p (typically p(a) = o2

@ Generators of tangent cones for F.
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A Low-Eval iteration: Direct search

e Forcing function p (typically p(a) = o2

@ Generators of tangent cones for F.

Low-Eval iteration(xy, ag):
e Compute D C R™ feasible directions.
o If 3d, € Dy, such that =) + apd, € F

[k + ardy) < flzr) — plow),

set T = Tk + apdy and agy1 = min(20, Omax)-
@ Otherwise set zj11 = x; and o = /2.
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Detour: Tangent cones

e Simplify: F={l <z <u}.

Nearby constraints

The indexes
I(z,0) = {it|ui— [alil < a}
Ii(z,0) = {i:|l; —[z]i] <

define the nearby constraints at € F given o > 0.

N
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Detour: tangent cones (2)

e Approximate normal cone N(z,«): Positive span of

{ei}ielu(w,a) U {_ei}iEIZ(z,a) :

e Approximate tangent cone T'(x,«): polar of N(z, ).

T(z,a)

B

T(z, )

[

N(z,a) \

C. W. Royer

Full-Low DFO

N(z,«)
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Inputs: 2o € F, ag > 0, {9 = Full-Eval, v € [0, o0].
For k=0,1,2,...
@ tp = Full-Eval:

@ t; = Low-Eval:
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Inputs: 2o € F, ag > 0, {9 = Full-Eval, v € [0, o0].
For k=0,1,2,...
@ tp = Full-Eval:
o Compute T, = Pr [J?k —|—pk].
o Find B, € {1,1,1, ...} such that

999 4
f(@r + Be(Tk — z1)) < f(mk) + c Brgp (Th, — i)

o If B > vyay, set Thy1 = Tk + ﬁk(ik - :L'k), g1 = O and
tr11 = Full-Eval. Otherwise set 11 = xg, aks1 = o and
tx+1 = Low-Eval.

@ {; = Low-Eval:
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Inputs: 2o € F, ag > 0, {9 = Full-Eval, v € [0, o0].
For k=0,1,2,...
@ tp = Full-Eval:
o Compute T, = Pr [J?k +pk].
e Find B € {1, %, %,...} such that
flan + Be(@k — zx) < flan) + ¢ Brgy (Tk — Tk).-

o If B > vyay, set Thy1 = Tk + ﬁk(fk - :L'k), g1 = O and
tr11 = Full-Eval. Otherwise set 11 = xg, aks1 = o and
tx+1 = Low-Eval.

@ t; = Low-Eval:
o Compute D, C R"™ feasible directions.
e If 3d;. € Dy, such that x;, + apd, € F and

fon + agdy) < flzr) — pla),

set Tp41 = T + adi, apy1 = 20y, tp41 = Low-Eval.
o Otherwise set xp41 = o, ar = ai/2.
Choose 141 depending on tx_1,... ,tk_log, ,(8s)-
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Switching procedure

From Full-Eval to Low-Eval

@ Switch to Low-Eval when £ < vyay.
@ v =0: Only Full-Eval.
@ v = oo: Only Low-Eval.

From Low-Eval to Full-Eval
o logy /5(Bk): Number of backtracks in the last Full-Eval iteration.

o Switch to Full-Eval after log; /5(8)) unsuccessful Low-Eval
iterations.

@ 7= 0: No Low-Eval steps.

@ v = oco: Regular Low-Eval algorithm.

A
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© Numerical results
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Implementation
Full-Eval step

@ Use finite-difference BFGS direction: pr, = —Hp, g.

@ Line-search condition:

f(ze+Be(Pr [zp + prl—2x)) < f(2)+107%Bk g5 (Pr [xk + prl—ak).

Per-step cost: n —m evaluations (Az = b € R™) + line search.

Low-Eval step

@ Accept first point that satisfies
f (e + axdy) < f(z1) — min{107°,10°aj}.

@ Probabilistic feasible descent:

e Use random directions in unconstrained subspaces!
e Use random subsets of tangent cone generators otherwise.

Per-step cost: Number of generators.

v
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Low-Eval directions: Illustration for bound constraints

@ In C;: Random subset of generators.

X
Sk e

C. W. Royer Full-Low DFO ISMP 2024 15



Low-Eval directions: Illustration for bound constraints

@ In Si: Random one-dimensional subspace [d — d].

Cr="0

T

SA,‘
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Low-Eval directions: Illustration for bound constraints

@ In Ci: Random subset of generators.

@ In Si: Random one-dimensional subspace [d — d].

C;,» Tk
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Comparison (MATLAB)

@ ConstFLE: Full-Low framework with v = 1.
@ ConstBFGS: Full-Eval steps only (v = 0).

@ dspfd: Low-Eval steps only (7 = o0).

@ NOMAD (Montréal team!): MATLAB implementation,
no search step, progressive barrier for non-bound constraints.

@ patternsearch: Toolbox function, uses tangent cone generators.

e Budget: 100(n + 1) evaluations.
e Criterion: f(xo) — f(zx) > 7(f(w0) — frest) (T = 1073).
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Smooth bound-constrained problems

@ 41 CUTEst problems with bounds.
@ Dimensions: 2 <n < 20.

—8— constFLE
©-— constBFGS
— A —dspfd
7— NOMAD
patternsearch

Fraction of problems solved

. . . . . .
1 2 4 8 16 32 64
Ratio of function calls (log scale)
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Smooth linearly-constrained problems

@ 40 CUTEst problems with at least one linear inequality constraint.
@ Dimensions: 2 <n <15, 1 <mj < 2000.

r=10 3

o
3

o
o

o
o

Fraction of problems solved

04 ,@7 d ' .
0.3 5 v '. —&— constFLE 1
©-— constBFGS
0.2 — & —dspfd
— NOMAD
0.1 77 w patternsearch
. . . . . n
4 8 16 32 64 128

Ratio of function calls (log scale)
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Nonsmooth linearly-constrained problems

@ 52 nonsmooth problems with linear inequality constraints.
@ CUTEst problems+nonsmooth penalty terms for some constraints.
@ Dimensions: 2 <n <20,1<mjy<15.

r=10

—&—constFLE
—-6-—constBFGS
— A —dspfd
—%— NOMAD
patternsearch

Fraction of problems solved

. . . . . . .
1 2 4 8 16 32 64 128
Ratio of function calls (log scale)
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Nonsmooth problems and linear inequalities

@ 22 nonsmooth problems (Luksan, Vleck '00) with at least one linear
inequality constraint.

@ Dimensions: 2 <n <20,1<my<15.

=10 3
1 T
—8— constFLE
09 —-©-—constBFGS
— & —dspfd
0.8 7— NOMAD
patternsearch
807 i ar—
3 -
0.6 - vy
g A
% 05 S+ ﬁ
g Y v .
5 0.4 F A A————————_
g pah ]
S Iy
g 03 Lt g - i
L g0 ™
0.1 _
g O~ 6
Oy —
1 2 4

Ratio of function calls (log scale)
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Unconstrained takeaways (Berahas et al '22)

@ Full-Eval steps good for smooth problems.

@ Low-Eval steps good for nonsmooth problems.

Linearly constrained takeaways

@ Full-Eval steps good for bounds (and linear equalities).
@ Low-Eval steps good for linear inequalities.

@ Nonsmoothness: We should have used structure!
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© Theoretical analysis
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Algorithm (again)

Inputs: zp € F, ap > 0, {9 = Full-Eval, v € [0, o0].
For k=0,1,2,...
@ tp = Full-Eval:
o Compute Ty = Pr [J?k —|—pk].
e Find B € {1, %, %,...} such that
f@n + Be(@r — ar)) < f(zk) + ¢ Brgf (T — ).

o If B > you, set w41 = 2k + Br(Tr — xk), Ag41 = o and
tr+1 = Full-Eval. Otherwise set 11 = x, axr1 = ok and
tx+1 = Low-Eval.

@ t;p = Low-Eval:
o Compute D; C R™ feasible directions.
o If 3d;. € Dy, such that x;, + apd, € F

f(xr + andy) < for) — plow),

set Tp41 = T + ardi, apy1 = 20y, tg41 = Low-Eval.
o Otherwise set xp41 = xg, ar = ai/2.
Choose ty 1 depending on t5_1, ... s tk—log, 1o (Bk)-
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Theory: Smooth setting

Assumptions (problem)
@ f bounded below.

e Vf Lipschitz continuous.

Convergence metric: |q(z)||, q(z) == Prlz — Vf(x)] — .

C. W. Royer Full-Low DFO ISMP 2024 24



Theory: Smooth setting
Assumptions (problem)

@ f bounded below.
e Vf Lipschitz continuous.

Convergence metric: |q(z)||, q(z) == Prlz — Vf(x)] — .

y

Assumptions (algorithm)

@ Accurate gradient estimate g,

gk — Vf (@)l < ugllgill, gy i= Pr [zx — gr] — Z&.

Can be satisfied in finite time.

@ Descent-type direction:
pr=—gx = —grap >l

More general conditions possible.
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Convergence in the smooth setting

The method reaches z i such that

la(zr)| = || PF [zr — Va(zk)] — zxl| < €

in at most O(e~2) successful Full-Eval steps.
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Convergence in the smooth setting

The method reaches z i such that
la(zr)ll = |Pr [zx — Va(zk)] — 2kl < €

in at most O(e~2) successful Full-Eval steps.

@ Proof: Classical backtracking line search (if ¥ = 0, projected gradient

proof!).
o Limitations: No function evaluation count.

@ On par with unconstrained case (Berahas et al '22).

C. W. Royer Full-Low DFO

ISMP 2024
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Theory: nonsmooth setting

Assumptions (problem)
o f bounded below.

@ f locally Lipschitz continuous.

flyttd)—f(y)

Convergence metric: f°(z;d) = limsup y—z, yer t

t}0, y+tdeF
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Theory: nonsmooth setting

Assumptions (problem)
o f bounded below.

@ f locally Lipschitz continuous.

flyttd)—f(y)

Convergence metric: f°(z;d) = limsup y—z, yer t

t}0, y+tdeF

Assumptions (algorithm)

@ Full-Eval steps satisfy ||¢{|| > €, > 0.
o {xj} bounded.
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Convergence in the nonsmooth setting

There exists a subsequence of unsuccessful Low-Eval iterations C such
that

o limycx xp = o4 € F.
o f°(zy;d) > 0 for any refining direction d

dy.
d =<1 d DYk
<R {klé?cndn 5 & L G’C}
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Convergence in the nonsmooth setting

There exists a subsequence of unsuccessful Low-Eval iterations C such
that

o limycx xp = o4 € F.
o f°(zy;d) > 0 for any refining direction d

dy.
d = {1 ,d DYk
ER {klenlé ||d || L € DpV E’C}

@ Get stationarity with density assumptions on R.

@ Results purely based on Low-Eval steps behavior (if v = oo,
direct-search proof!)

@ Again matches the unconstrained setting.
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Full-low framework=-linear constraints
@ Full steps for smoothness= bound constraints?
@ Low-eval steps for nonsmoothness/noise = linear inequalities? ‘

Our results and more
@ One implementation= Many possible variants!
@ Good numerics=- Still room for improvement.
@ Theoretical support=- Stronger guarantees based on switching. )
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Thank you!
clement.royer@lamsade.dauphine.fr
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