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At the beginning. . .

How to define in a discrete case
@ “Criteria i and J interact” 7

@ “Criteria i and j are not independent” 7

We are not talking about correlation (statistics/probabilities)

.............
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At the beginning. . .

An answer given by ChatGPT...

© You

define interactions between criteria in multiple criteria decision analysis

ChatGPT
In Multiple Criteria Decision Analysis (MCDA), the interactions between criter

©

the way in which the performance or evaluation of one criterion can be influer
the presence or performance of another criterion. Understanding these inter.
crucial for making informed and effective decisions in complex decision-mak
scenarios. There are several types of interactions that can be considered in M

1. Positive Interaction (Synergy):
* Occurs when the combined effect of two or more criteria is greater than t
their individual effects.
* Apositive change in one criterion enhances the impact or benefits of anc
criterion.
2. Negati ion (Trade-off or C:

* Oceurs when the performance of one criterion negatively affects the perf

or value of another criterion.

* Apositive change in one criterion may come at the expense of another ci
3. Non-Interaction (independence): v

* Criteria are considered independent if changes in one criterion do not aff

@

Eal

@

o

~

Non-Interaction (Independence):
* Criteria are considered independent if changes in one criterion do not affect the
evaluation of another criterion.
* The performance of one criterion is not influenced by the presence or absence of
other criteria.
Threshold Interaction:
* Refers to situations where the effect of one criterion becomes significant only
when it exceeds a certain threshold value.
* Below the threshold, the impact may be minimal or nonexistent.
Complementary Interaction:
* Similar to positive interaction, but the improvement in one criterion complements

or enhances the effectiveness of another criterion.

. Redundancy:

* Occurs when two or iteria provide the same or
contribute to the decision in a similar manner.
* Redundant criteria may be simplified or one may be excluded without significantly
affecting the decision.
Conflicting Interaction:
* Different criteria may conflict with each other, making it challenging to optimize all
criteria simultaneously.

+
+ Trade-offs or compromises may be necessary to find a balanced solution.

The answer is not obvious and clear !
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MultiCriteria Decision Analysis

Aim: to help a Decision-Maker (DM) to select one or more
alternatives among several alternatives evaluated on |N| criteria
often contradictory.

@ We need to construct a preference relation 7~ x over the set of
all alternatives X = X1 x Xo x ... X Xp;

@ The DM provides a preference information {P,/} on a subset
X' X

Bauphine | PSL*
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Preferences and interactions
Example (A classic example of Grabisch et al. (2010))

1: Mathematics (M) 2 : Statistics (S) 3: Language (L)

a 16 13 7
b 16 11 9
c 6 13 7
d 6 11 9

e For a student good in Mathematics, Language is more
important than Statistics

— b >x a,

e For a student bad in Mathematics, Statistics is more
important than Language

= d <x C. LAMSADE Pauphine | PSL*
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Preferences and interactions

Example (A classic example of Grabisch et al. (2010))

1: Mathematics (M) 2 : Statistics (S) 3: Language (L)

a 16 13 7
b 16 11 9
c 6 13 7
d 6 11 9

@ b>x aand d <x ¢ do not satisfy the independence (mutual
preference independence) axiom since

(16,11,9) =x (16,13,7) and (6,11,9) <x (6,13,7).

.............
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Preferences and interactions

Example (A classic example of Grabisch et al. (2010))

1: Mathematics (M) 2 : Statistics (S) 3: Language (L)

a 16 13 7
b 16 11 9
c 6 13 7
d 6 11 9

@ Therefore b =x a and d <x c are not representable by an
additive model.

@ We try to represent them by a non-additive model: e.g. a
2-additive Choquet integral.

.............
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The 2-additive Choquet integral

Definition
For any x := (xi, ..., Xn) € X, the expression of the 2-additive Choquet
integral is:

Cu(ur(x), .., ng) ui(x;) — = Z I |ui(x) — uj(x)]
{’J}CN
Where
° IU*-‘ = the interaction index between criteria / and j:

i = mi = i — pi = pj.

@ ¢! = the importance of the criterion i (= Shapley index):

¢7:,ui+% > Ik

keN\i

.............
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Shapley Interaction index I,-j.‘ S L

Usual interpretation
I_L . . . . .
° I,.J. > 0 = criteria i and j are complementarity.
° Il-jb < 0 = criteria i and j are redundant.

° lii-‘ = 0 = criteria i and j are independent (no interaction).
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The sign of /,-j-‘ = Wi — pi — ;15 not always stable

Par. 1 Par. 2 Par.3 Par. 4 Par. 5 Par. 6 Par. 7 Par.8 Par. 9
C.(a) 85 13.75 9.1 13.765 13.75 13.75 11.47 12.535 10.45
Cu(b) 9.5 14.25 9.7 13.995 14.25 14.25 11.93 12.785 10.75
Culc) 7.75 9.75 7.75 11.325 11.25 9.75 9.45 9.515 7.85
Cu(d) 7.25 9.25 7.25 10.295 9.75 9.25 8.91 9.265 7.55
Y] 0 0.75 0 0.685 0.75 0.75 0.36 0.485 0.15
us 0.25 0.5 0.25 0.73 0.75 0.5 0.465 0.455 0.25
I 0 0.25 0 0.315 0 0 0.205 0.32 0
s 0.25 0.75 0.35 0.785 0.75 0.75 0.565 0.68 0.5
L 0.75 1 0.65 1 0.1 0.75 0.805 0.795 0.55
sy 0.25 0.75 0.25 0.945 0.75 0.75 0.66 0.785 0.35
ok 0.375 0.5 0.375 0.37 0.5 0.5 0.35 0.35 0.4
@5 0.25 0.25 0.3 0.365 0.375 0.375 0.33 0.33 0.35
n 0.375 0.25 0.325 0.265 0.125 0.125 0.32 0.32 0.25
Its @ -0.5 . -0.75 -0.5 -0.26 -0.26 0.1
I
I 0.75 @ 0.65 0 0.25 0 0.24 -0.01
I
1 0 0 0 0.1 E [o25] [001] o001
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Shapley interaction index /,-jf T

New robust interpretation of interactions

Please, use the “necessary” and “possible” paradigm
@ / and j are necessary complementary if Y, 15-‘ > 0.
® i and j are necessary redundant if Vu, I <O0.

@ i and j are necessary independent (no interaction) if
Vi, Ig =0.

(Mayag & Bouyssou (2020), Kaldjob et al. (2022))
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Preferences and no interactions

Example (A classic example of Grabisch et al. (2010))

1: Mathematics (M) 2 : Statistics (S) 3: Language (L)

a 16 13 7
b 16 11 9
c 6 13 7
d 6 11 9

@ Let us suppose that the previous preferences change as follows:

as=x band c>xd
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Preferences and no interactions

1: Mathematics (M) 2 : Statistics (S) 3: Language (L)

a u1(16) = 16 wn(13) =14 us(7) = 7
b U1(16) =16 U2(11) =11 U3(9)
C U1(6) =6 U2(13) =14 ( )
d u(6) =6 w(11) = 11 u3(9) =

a>x band c =x d are representable by this additive model F,44:

add(a) = U1(16) + U2(13) + U3(7) =16+14+7 = 37,
add( ) = U1(16) + U2(11) + U3(9) =16+11+49 = 36,
Fada(c) = u1(6) + u2(13) + u3(7) =6+ 14 + 7 = 27,
Fada(d) = u1( ) + Uz(ll) + U3(9) =6+ 11+9 = 26.

= F,q4q satisfies the (mutual preference) independence property.

‘‘‘‘‘‘‘‘
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Preferences and no interactions

1: Mathematics (M) 2 : Statistics (S) 3: Language (L)

a 16 13 7
b 16 11 9
c 6 13 7
d 6 11 9

a>=x band c =x d (representable by F,4q) are also representable
by a C, with non null interactions (even if the independence
property is satisfied).

w1y o1l 03
G(a) 127 p({2p) 05 4y 01
Cub) 113 u({3}) 05 05
Cuc) 95 p({1,2}) 09 ;03
Cd) 85  w({L3}) 07 g 04
pA23)) 05 d5 L 03unine e
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A partial conclusion

@ Mutual preference independence violated = Ju s.t. Ig #07

(YES ! ... but not always)
@ Mutual preference independence satisfied = Vy, I,.jf =07

(NO 1)

Remark
i and j are independent (no interaction) <= Yy, I,-j‘ =07 (NOV)

The Shapley index Ié.‘ is not related to the mutual preference
independence axiom.

.............
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Mutual preference independence property

Definition
S is preference independent of N\ S, w.r.t. Zx, if for all
xs,Xs € Xs, an\s, bayys € Xps,

(xs;ams) Zx (X5, ams) <= (xs, by s) Zx (x5, b s)

Using binary relations induced in Xs, we have

ans s bws s
Xs is Xg <= Xs ,ﬁs Xs

.............
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Example (A classic example of Grabisch et al. (2010))

(167 1379) rﬁx (167 1179) rﬁx (167 1377) EJX (167 1177)
= (13,9) 225 (11,9) 233 (13,7) 28 (11,7).
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Example (A classic example of Grabisch et al. (2010))

(67 13, 9) tX (6/ 13, 7) rﬁX (67 11, 9) EJX (67 11, 7)
— (13,9) 35 (13.7) 35 (11,9) 235 (11,7).
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Example (A classic example of Grabisch et al. (2010))

LY l,\
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Kendall distance : Dy(33, 128s) = | 738 \ s | +] 285 \ 238 | =2
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The d-interaction index

S =Y )

{yms:zmsFSXm s

@ The d-interaction index of a coalition S of criteria captures
through the distance the effect of criteria of N\ S over S.

@ The d-interaction index is unrelated to the preference
representation model.

@ In the previous example:

o 19(23) Z Dk (330 233) = DK(i%ng%) 2
{y:z}CX
o 19(13) = Dk (13, Z13) = 0 and 19(12) = D (232, 212) =0

.............
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The d-interaction index

Theorem (Mayag and Tchantcho (2022))

A preference relation 7_x satisfies the (mutual preference)
independence axiom

)
19(S) =0 for all S € 2N

0
I19(N'\ i) =0 forall i € N.

Remark
o /9(S) >0 forall S € 2N

@ There is no negative interactions related to the independence
axiom, in this case.

.............
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The d-interaction index

Example (with binary alternatives: 0-1 values)

HDI index: 1-Life expectancy index (LEI), 2-Educational index (El) and

3-Adjusted real GDP per capita (GDPI).
(1,1,0) ~x (1,0,0) and (0,1,0) >x (0,0,0)

We get a necessary negative interaction
Iy = p({1,2}) — n({1}) — n({2}) <0
But
e (1,1,0) ~x (1,0,0) = (1,0) ~3; (0,0)
e (0,1,0) =x (0,0,0) = (1,0) =5 (0,0)

So 19(23) = 19({1,2,3}\ {1}) =2 >0

Brice Mayag, LAMSADE A clear and robust interpretation of interactions

...............

22/24



At the end ...

(mutual preference) independence axiom violated = use a
non additive model

@ (mutual preference) independence axiom violated <= 3i, s.t.,

19(N\ i) #0

e Before talking about interactions (related to the
independence axiom), try first to represent the
preferences by an additive model

e Ethic and transparency aspects:

e (We) Provide a clear and robust interpretation of interaction in
MCDA
e Do the negative interactions really exist 7

o The computation of /9(S) is not simple

.............
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At the end ...

Paul Valery (Artist, Writer, Poet, Philosopher (1871-1945))

Everything simple is false. Everything complex is unusable.

A proverb summarizing the difficulty of a task: if we keep things as
simple as possible, we probably forget many special cases; if we try
to predict all cases, the result becomes so complex that no one can
understand how it works.

Mayag, LAMSADE

Tout ce qui est simple est faux,
mais tout ce qui ne |'est pas est
inutilisable.

'\ Paul Valéry
www.citation-celebre.com
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